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Abstract—This paper presents a method of improving the
sound quality of visual microphone by emphasizing the in-focus
area in a captured video. Visual microphone extracts sound
by measuring the displacement of a vibrating object from the
video of an object vibrating due to sound. In the captured
video, there may arise blurred (out-of-focus) areas may arise
due to depth of field. In these out-of-focus areas of the captured
video, it is difficult to accurately measure the displacement of
the vibrating object, which may reduce the sound quality of the
extracted sound. However, out-of-focus areas are not taken into
account in conventional sound extraction methods. We propose
a method to improve the sound quality of the extracted sound
in the visual microphone by emphasizing the in-focus area in the
captured video. The proposed method emphasizes the measured
displacement in the in-focus area of the captured video by using
the focal rate that represents the degree of focus. Experimental
results show that the proposed method improves the quality of
the extracted sound compared to the conventional methods.

I. INTRODUCTION

In sound recording, an air-conduction microphone is typi-
cally used to convert a sound wave into an electrical signal
when a sound wave arrives at the diaphragm of the micro-
phone. Consequently, the microphone acquires noise around
itself in addition to the target sound. The visual microphone
[1], [2] was proposed to address this problem. The visual
microphone extracts a sound signal from a video of the object
vibrating due to the target sound captured by a consumer
camera. The sound signal extracted by the visual microphone
contains little noise that occurs near the camera.

Many consumer-level cameras are equipped with rolling
shutter image sensors [3]. These cameras expose and read
pixels from the top row of an image to the bottom. Therefore,
when capturing an object vibrating due to sound, rolling shutter
distortion [3] arises in the captured images as a result of
differences in exposure start times. The visual microphone
extracts the sound signal by measuring the displacement of
the object in each row of the captured images using this
distortion. Here, we consider the case where out-of-focus (i.e.,
blurred) areas arise in the captured video. Therefore, when
extracting sound including out-of-focus areas in the captured
video, it is difficult to accurately measure the displacement of
the vibrating object, leading to degradation in the quality of
the extracted sound signal. However, out-of-focus areas are not
taken into account in conventional sound extraction methods
[1], [2].

Taking into account the out-of-focus areas in the captured
video, this paper aims to improve the sound quality of the

extracted sound in the visual microphone by emphasizing the
in-focus area in the captured video. In our previous research
[4], we proposed two methods: removing out-of-focus areas
and weighting phase variation. By improving the sound quality
of the extracted sound using our previous methods [4], we
further emphasize the measured displacement in the in-focus
area based on focal rate, which represents the degree of focus,
to improve the sound quality of the extracted sound in the
visual microphone. We conducted evaluation experiments to
verify the effectiveness of the proposed method for sound
extraction.

II. CONVENTIONAL SOUND EXTRACTION METHOD IN
VISUAL MICROPHONE

The conventional method for sound extraction in the visual
microphone [1] is illustrated in Fig. 1. The conventional
method extracts sound signal u(t) by calculating the displace-
ment of the object using a complex steerable pyramid [5] on a
video I(x, y, n) of the object vibrating due to sound, where x
and y are the row and column indices, n is the frame index, and
t is the time index. Here, the vibration of the object appears
as phase variation [6], [7], [8] enabling us to extract sound
signal based on the phase variation of each row in each frame.
The displacement of the object is obtained based on the phase
variation calculated using the complex steerable pyramid.

The complex steerable pyramid consists of sub-band images
for each scale r and orientation θ. Amplitude A(r, θ, x, y, n)
and phase ϕ(r, θ, x, y, n) are calculated by applying the com-
plex steerable pyramid to the video I(x, y, n). A(r, θ, x, y, n)
and ϕ(r, θ, x, y, n) are downsampled to 2−r times the original
resolution per scale r. As the conventional method uses the
phase variation of each row in each video frame, the orientation
θ is fixed to 0. Therefore, A(r, θ, x, y, n) and ϕ(r, θ, x, y, n)
are replaced by A(r, x, y, n) and ϕ(r, x, y, n).

The phase variation ϕv(r, x, y, n) is calculated from the
phase difference with the reference frame ϕ(r, x, y, n0), where
n0 denotes the index representing the reference frame. We cal-
culate the row-wise weighted average of ϕv(r, x, y, n) to obtain
Φ(r, y, n). Here, Φ(r, y, n) for each r is a two-dimensional
signal. Therefore, the averaged phase variation is transformed
to a one-dimensional signal Φ̃(r, t) for each r.

The frame gaps arise due to the characteristics of rolling
shutter image sensors [3]. Therefore, an autoregressive model
[9] is utilized to interpolate the frame gaps in the extracted
signal Φ̃(r, t). Finally, the extracted sound signal u(t) is
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Fig. 1. Overview of conventional sound extraction method of visual microphone [1].

obtained by calculating the average of interpolated signal
d(r, t) at each scale r.

Out-of-focus areas are not taken into account in conventional
methods [1], [2]. Hence, it is difficult to accurately calculate
the phase variation when there are out-of-focus areas in the
captured video. This causes the sound quality of the extracted
sound to deteriorate. In this paper, we propose to improve the
sound quality of the extracted sound in the visual microphone
by emphasizing the in-focus area in the captured video.

III. PROPOSED SOUND EXTRACTION METHOD FOR VISUAL
MICROPHONE

Our proposed sound extraction method emphasizes the in-
focus area in the captured video to improve the sound quality
of the extracted sound. The proposed method is based on a
combination of two methods, removing out-of-focus areas (Re-
moved) and weighting phase variation (Weighted), proposed
in [4]. The procedure of the proposed method is illustrated in
Fig. 2.

Step 1: Calculation of Focal Rate and Out-of-focus Areas
Removal

As the phase variation is not measured accurately in the
out-of-focus areas of the captured video, we only utilize the
in-focus area to extract the sound. Here, in the out-of-focus
areas, the edges of the captured video are blurred, whereas the
edges are relatively clear in the in-focus area. Therefore, the
focal rate is calculated using a Sobel filter, which is commonly
used as an edge enhancement filter [10]. This method only
uses the displacement in the horizontal direction; thus, a
horizontal Sobel filter is used. In out-of-focus areas, the change
in pixel values is smooth, resulting in small absolute values
of horizontal gradients. Therefore, we define the absolute
values of horizontal gradients as the focal rate. The focal rate
M(x, y, n) for each frame of the captured video is calculated
as

M(x, y, n) = |K(x, y) ∗ I(x, y, n)|, (1)

where ∗ denotes convolution operator and K(x, y) denotes a
3× 3 horizontal Sobel filter.

In this paper, we assume that the in-focus area does not
change significantly between frames of the captured video.
Therefore, we remove the out-of-focus areas by using the focal
rate M(x, y, n0) calculated from the n0-th frame.

First, the column-wise mean of M(x, y, n0) is calculated as

M(x, n0) =
1

H

H−1∑
y=0

|M(x, y, n0)|, (2)

where H denotes the number of rows in I(x, y, n). Next, we
define F as the set of column indices x such that M(x, n0)
is larger than the threshold value M th :

F := {x | M(x, n0) ≥ M th}, (3)

M th =
α

W

W−1∑
x=0

M(x, n0), (4)

where M th is calculated as α times the row-wise means
M(x, n0). The effect of removing out-of-focus areas can be
amplified by increasing this α. The column indices indicating
the start point Fstart and endpoint Fend of the in-focus area
are calculated as

(Fstart, Fend) =

(
min
x∈F

x,max
x∈F

x

)
. (5)

Finally, we remove the out-of-focus areas from the captured
video I(x, y, n) and calculate Ifocal(x̃, y, n) which is the video
of the in-focus area as

Ifocal(x̃, y, n) = I(x̃+ Fstart, y, n), 0 ≤ x̃ ≤ W̃ − 1, (6)

W̃ = Fend − Fstart + 1, (7)

where W̃ denotes the number of columns in Ifocal(x̃, y, n).

Step 2: Calculation of Phase Variation
As in the conventional method [1], amplitude A(r, x̃, y, n)

and phase ϕ(r, x̃, y, n) are calculated by applying the com-
plex steerable pyramid to Ifocal(x̃, y, n). A(r, x̃, y, n) and
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Fig. 2. Overview of proposed sound extraction method for visual microphone.

ϕ(r, x̃, y, n) are downsampled to 2−r times the original reso-
lution per scale r. Then, the numbers of rows and columns in
A(r, x̃, y, n) and ϕ(r, x̃, y, n) for each scale r are given by

W̃r = 2−rW̃ , (8)

Hr = 2−rH, (9)

where W̃ and H denote the numbers of columns and rows
in Ifocal(x̃, y, n). The phase variation ϕv(r, x̃, y, n) is cal-
culated from the phase difference with the reference frame
ϕ(r, x̃, y, n0) as

ϕv(r, x̃, y, n) = ϕ(r, x̃, y, n)− ϕ(r, x̃, y, n0). (10)

Step 3: Weighted Phase Variation
The phase variation ϕv(r, x̃, y, n) obtained in Step 2

is weighted by the focal rate M(x, y, n). The focal rate
Mfocal(x̃, y, n) of the in-focus area is calculated as

Mfocal(x̃, y, n) = M(x̃+ Fstart, y, n), 0 ≤ x̃ ≤ W̃ − 1.
(11)

The focal rate Mfocal(r, x̃, y, n) for each scale r is calculated.
The focal rate Mfocal(r, x̃, y, n) for each scale r is calcu-
lated by downsampling the Mfocal(x̃, y, n) to 2−r times the
resolution. In the conventional method, the phase variation
ϕv(r, x, y, n) is weighted by the square of the amplitude
A(r, x, y, n) since the phase can be accurately estimated for
pixels with a large amplitude. The row-wise weighted average
signal (the motion signal) Φ(r, y, n) is calculated as

Φ(r, y, n) =

Wr−1∑
x=0

A2(r, x, y, n)ϕv(r, x, y, n), (12)

where Wr denotes the number of columns in I(x, y, n) for
each scale r.

In the proposed method, (12) is replaced by (13), weighting
ϕv(r, x̃, y, n) by Mfocal(r, x̃, y, n) to emphasize the phase
variation at the edges in Ifocal(x̃, y, n).

ΦP(r, y, n) =
1

W̃r

W̃r−1∑
x̃=0

M2
focal(r, x̃, y, n)ϕv(r, x̃, y, n). (13)

As the length of ΦP(r, y, n) is Hr for each r, the signal
length Hr is aligned to H through upsampling by a factor of
2r for each r. Here, ΦP(r, y, n) for each r is a two-dimensional
signal. Therefore, the averaged phase variation is transformed
to a one-dimensional signal Φ̃P(r, t) for each r as

Φ̃P(r, t) = ΦP(r, y, n), (14)
t = y + (H +Ngap)n, (15)

where Ngap is the number of samples in the frame gap.
As noted in Section 2, the frame gaps arise due to the
characteristics of rolling shutter image sensors [3]. Therefore,
an autoregressive model [9] is utilized to interpolate the frame
gaps in the extracted signal Φ̃(r, t) to obtain an interpolated
signal dP(r, t).

Step 4: Extraction of Sound by Scales
The extracted sound signal uP(t) is obtained by calculating

the average of interpolated signal dP(r, t) at each scale via

uP(t) =
1

R

R−1∑
r=0

dP(r, t), (16)

where R denotes the scale number of the complex steerable
pyramid.

IV. EVALUATION EXPERIMENTS

We conducted evaluation experiments to investigate the
effectiveness of the proposed method by comparing the sound
extraction using the proposed method (Prop.) with the conven-
tional methods (Conv. [1], Removed [4], and Weighted [4]).

A. Experimental Conditions for Sound Extraction

Figs. 3 shows the experimental setup and equipment ar-
rangement, and 4 shows an A4 paper with a printed pattern
used as the vibrating object. Moreover, Tables I, II and III show
the experimental conditions, equipment and number of rows
of video in each α in (4). As shown in Fig. 3, the A4 paper
placed in front of a loudspeaker was captured with a rolling
shutter camera, and the sound signal was extracted from the
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captured video. To obtain the video with out-of-focus areas,
the A4 paper was captured at 30◦. This takes into account that
capturing the subject at this angle causes out-of-focus areas in
the video resulting from the relationship between focal length
and depth of field. The pattern shown in Fig. 4 was printed
on the A4 paper from the Salzburg Texture Image Database
(STex) [11]. In addition, we used a floodlight for illumination
so that we could accurately capture the A4 paper’s vibration
when the shutter speed was high. Fig. 5 shows one frame of
the captured video.

We used sine waves as the sound source. Additionally, each
sine wave was radiated from a loudspeaker for 5 s. In this
experiment, we set n0 = 0 as the reference frame and r0 = 0
as a reference scale.
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Fig. 3. Experimental setup and arrangement of experimental equipment.

Fig. 4. Printed pattern.
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Fig. 5. One frame of captured video.

TABLE I
EXPERIMENTAL CONDITION

Ambient noise level LA=41.8 dB
Temperature / Humidity 20.8◦C/51.7%

Sound source Sine wave
(300, 500, · · · , 1,500 Hz)

Sound pressure level 85 dB at 0 m from A4 paper
Sampling frequency / Quantization 8,000 Hz / 16 bits

Resolution of captured video (width × height) 1,920 × 1,080 px
Frame rate of captured video 60 fps

Exposure time of camera 1/4,000 s

TABLE II
EXPERIMENTAL EQUIPMENT

Camera Canon EOS 5D MarkIV
Camera lens Canon MP-E 65 mm f/2.8 1-5x
Loudspeaker FOSTEX FE83En

Loudspeaker amplifier BOSE 1705II
Floodlight GOODGOODS GDGDS-WL02 (10,000 lm)

B. Experimental Results of Sound Extraction

We evaluated the sound quality of extracted sound in terms
of signal-to-distortion ratio (SDR). The SDR is calculated as

SDR = 10log10

[ ∑T−1
t=0 u2

c(t)∑T−1
t=0 {uc(t)− λu(t)}2

]
, (17)

λ =

√√√√∑T−1
t=0 u2

c(t)∑T−1
t=0 u2(t)

, (18)

where uc(t) denotes the sine wave to be used as the sound
source. Additionally, we experimented with T = 80 samples
(0.01 s under sampling frequency of 8,000 Hz). The phase was
adjusted by using cross-correlation so that u(t) and uc(t) were
in phase.

Fig. 6 presents the evaluation results of the quality of the
extracted sound in terms of SDR. The values in Fig. 6 indicate
the average SDR. Fifty signals are randomly selected from the
sound signal extracted by each method and the average SDR
of the obtained Fifty signals is calculated.

Fig. 6 shows that the average SDR of Prop. is the highest
at 500 – 1,500 Hz. This can be explained by the weighting
based on the focal rate and the removal of out-of-focus areas,
which can increase the contribution rate of the in-focus area
in sound extraction, thereby enabling accurate measurement
of the displacement. In particular, the accuracy of the sound
quality improvement of the extracted sound of Prop. is highest
at 500 Hz. Meanwhile, the average SDR of Conv. is highest at
300 Hz. However, it should be noted that the average SDR
at 300 Hz is considerably lower than at other frequencies
for all methods. Therefore, these results demonstrate that
emphasizing the in-focus area is effective in improving the
sound quality of the extracted sound, provided the sound
quality is maintained at a certain level.

Fig. 7 presents the time waveforms of the 500 Hz sine
waves extracted by the Conv., Weighted, Removed, and Prop.
methods. Specifically, each figure shows the time waveform of
0.01 s signals from the extracted sound and the sound source,
depicted as red lines and blue dotted lines respectively. The
threshold values α for the Removed and Prop. methods are
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Fig. 6. Comparison of sound extraction accuracy in terms of signal-to-distortion ratio (SDR).

TABLE III
NUMBER OF ROWS OF VIDEO IN EACH α

α in Eq. (4) 0.5 1.0 1.5 2.0 2.5 3.0 3.5
In-focus area W̃ 1,871 1,046 292 254 220 192 160

set to α = 0.5, 3.5 in (4). The results show that the highest
accuracy of sound extraction is achieved using Prop. method.
This is because the value used to weight the phase variation
was changed from amplitude to focal rate, which enabled the
weighting of pixels with a higher degree of confidence.

These results show that the proposed method improves the
sound quality of the extracted sound for sine waves of several
frequencies.

V. CONCLUSION

In this paper, we have presented that the sound quality
of the visual microphone can be improved by emphasizing
the in-focus area of the captured video. Utilizing the focal
rate that represents the degree of focus, we proposed a sound
extraction method that emphasizes the displacement measured
in the in-focus area of the captured video. Experimental
results demonstrate that the proposed method is effective for
improving the sound quality of the visual microphone. In the
future, we will conduct experiments under different conditions,
changing the pattern and material of the vibrating object, as
well as the distance between the vibrating object and the sound
source.
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