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Abstract — Instance segmentation is a critical task in computer 

vision. It is widely applied in autonomous driving and medical 

image analysis. Contour-based methods have been studied for 

their elegant structures, compact representation, and low 

inference time. In existing work, contour-based methods apply 

iterative reformation to fit the object boundary, however, the 

modules are independent in each loop, which enlarges the model 

sizes. In this paper, we introduce the TSnake. It is a novel time-

embedded driven recurrent contour-based instance segmentation 

model. At each iteration, the refinement module adjusts the 

contour with the help of semantic-rich features and the time step. 

Moreover, a dilated module is applied to well adopt the local 

contextual information. We also modify the loss function to well 

balance the trade-off between over-smoothing and over-sensitivity 

of the contour. The proposed TSnake method surpasses the 

contour-based state-of-the-art instance segmentation and can be 

performed in real time.  
 

I. INTRODUCTION 
Instance segmentation, which aims to detect and delineate 

each distinct object instance in an image, is a fundamental yet 

challenging task in computer vision. It plays a crucial role in 

various applications, including autonomous driving robotics, 

medical imaging, and augmented reality. 

Most approaches to instance segmentation can be broadly 

categorized into two main types: pixel-based and contour-based. 

Pixel-based methods predict the masks of the objects directly 

[1-5]. Some of them perform a two-stage pipeline, in which the 

first stage detects the bounding boxes of objects and the latter 

predicts the masks, to achieve higher accuracy. These designs 

cause intensive computation and slow inference time. 

Meanwhile, some directly predict masks from the backbone to 

reach real-time speed.  

As for contour-based models [6-11], they predict several 

points or coefficients and form them into a polygon to approach 

the boundary of the objects. For example, Xie et al. [6] 

proposed PolarMask which predicts 36 segments started from 

the object center uniformly to generate a polygon, and Xu et al. 

[7] applied Chebyshev polynomials to fit the shape. Contour-

based methods only predict distinct points or coefficients, thus 

the computation costs are usually less than pixel-based methods. 

Inspired by the active contour model [11], in [8-10], they 

proposed iterative refinement pipelines to perform instance 

segmentation. They all apply a module with several layers of 

circular convolution, or “snake”, to refine the local segment to 

approach the boundary of the object. These recurrent contour-

based models treat object segmentation as a regression problem. 

However, existing contour-based methods still face several 

challenges, including over-smoothed or over-sensitive contours, 

redundant information during iteration and limited receptive 

fields, etc. 

In this paper, we introduce TSnake, a recurrent contour-

based instance segmentation model to address these limitations. 

Our contributions includes: 

1. A time-embedding controlled snake module that enables 

iterative refinement without additional information while 

maintaining weight sharing is proposed.  

2. A dilated module that expands the receptive field is 

proposed. It can well apply local contextual information. 

3. A weighted dynamic matching loss is proposed. It well 

balances the trade-off between over-smoothing and over-

sensitivity of the contour. 

Our experiments on the SBD and Cityscapes datasets 

demonstrate that the proposed TSnake achieves state-of-the-art 

performance among contour-based instance segmentation 

methods while maintaining real-time efficiency.  

 
II. RELATED WORK 

A. Pixel-based Instance Segmentation 

Pixel-based instance segmentation methods can be 

classified into: two-stage methods and one-stage methods. 

Two-stage methods basically follow the pipeline of the Mask 

RCNN [1]. In the first stage, they predict several bounding 

boxes that probably contain objects. The second stage is for 

classification. In [2, 12], they applied cascade prediction series 

to improve masks iteratively. Shen et al. [3] applied the DCT 

to reduce the loss from resizing. 
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Fig. 1  The overall structure of TSnake. For an image passed to the model, 

initial contour generation will predict Cinit and pass it to the dilated snake to 

generate C0. C0 will be deformed for T times by the weight sharing time-embed 

snake.  

 

By contrast, one-stage methods directly predict masks from 

the backbone, making them usually have low inference time. 

Bolya et al. [4] predicted plenty of protomasks to present each 

mask of an object. Wang et al. [5] separated the origin image 

into N2 grids and predicted a mask for each grid. These methods 

generally offer faster inference times but may struggle with 

fine-grained details and high memory usage. 

B. Contour-based Instance Segmentation 

Contour-based methods focus on object boundaries rather 

than full masks. They transform instance segmentation into a 

regression problem, predicting points or coefficients to form 

polygons. Xu et al. [7] applied Chebyshev polynomials and 

Wang et al. [13] predicted the coefficients of the Fourier series 

to generate results. In another way, directly predicting the 

coordinates of the points makes the predicted contour much 

fitter. Xie et al. [6] divided 360 degrees into 36 pieces 

uniformly to predict surrounding points. Peng et al. [8] 

proposed Deep Snake to iteratively refine the contour. DANCE 

[14] followed Deep Snake and added an attention mechanism 

to fetch more edge information.  

Also, Zhang et al. [9] modified initial contour generation of 

[8] to learning-based to achieve better performance, and Feng 

et al. [10] decreased the model weights by an RNN-like weight-

sharing refinement stage. However, most of them do not share 

the weights for iteration. Also, the contours of the above 

recurrent instance segmentation models are sometimes too 

over-smooth to enclose the extreme points, or too sensitive to 

noise which makes the contour jagged.  

 
III. PROPOSED METHOD 

A. Time-Embedded Snake 

We address two issues from previous work. The first one is 

the contours are over-smooth or over-sensitive, and the second 

is the weight-sharing module is needed while the information 

from the previous state is unnecessary.  

 
Fig. 2  Structure of the time-embed snake. The sequence t will be encoded by 

sinusoid functions and added to all circular convolution in the snake backbone.      

 

 

Fig. 3  Pipeline of the dilated snake. The dilated kernel fetches the samples 

around the points in the coordinate system of the origin image. 

 

We propose TSnake, a time-embedding controlled weight-

sharing recurrent refinement model that makes a balance 

between too smooth and too sharp. The overall pipeline is 

shown in Fig. 1. Our TSnake consists of three main components: 

a backbone network for extraction, an initial contour generation 

module inherent from [9], and a refinement stage which is the 

core innovation of Tsnake. When the image passes into the 

backbone, the initial contour generation produces an initial 

contour based on the backbone features, and the contour will be 

refined to a fit boundary at the refinement stage. Below we will 

introduce the components of Tsnake and the proposed loss. 

Though a weight-sharing scheme has been proposed in [10] 

in the GRU style, we assume that the features from the previous 

iteration are not necessary. However, the model still needs 

some information to tell it which iteration is to do 

corresponding refinement. Inspired by the diffusion model [15], 

the diffusion model is a generative model that denoise the 

Gaussian noise to a clear image with several loops. At each loop 

the model denoise different levels of noise. The time encoding 

is added to tell it which iteration is now. We treat the ground 

truth contour as a clear image, and the initial contour will be 

like a noisy image. We plugin time embedding into the snake 

module at the circular convolution layers, which is shown in 

Fig. 2. We adopt sinusoid functions for time encoding as the 

same as [15]. The contour deformation can be written as in (1): 

            1 ; ,t t t t
T encx snake F x x t t x     

 (1) 
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Fig. 4  The representation of the weighted DML. The yellow points are 

predicted points, red ones are keypoint ground truths, and green ones are the 

normal ground truth. The left subfigure is the original DML [9] and right one 

is the proposed weighted DML. The origin DML only attracts one point to the 

keypoint, which makes the contour sensitive. Our approach builds the corner 

with much more points to reduce the sensitivity. 

 

where 𝑥ሺ௧ሻ is the contour coordinates at the tth interation, F is 

the features from the backbone with 64 channels, and 𝑥̅ is the 

translated coordinates that subtract the min value of each 

dimension. The features from the backbone and the coordinates 

will then be concatenated together and fed to the module. 

𝑠𝑛𝑎𝑘𝑒் is the time-embedded module. 𝑡௘௡௖ሺሻ is a function to 

encode the time step. The iteration loop is set to 8 in our setting. 

B. Dilated Snake 

We have observed that if the initial contour located at a 

relatively smooth area, points will be easily misled to the wrong 

side. Intuitively, we take more features from the neighborhood 

for a point to decide where is the correct side. In order to not 

increasing the calculation too much, we employ dilated 

convolution [16] with kernel size 3. The structure is shown in 

Fig. 3. Note that the dilated points are in the coordinate system 

of the origin image. By the dilated kernel, each point will get 9 

feature vectors. We fuse these 9 vectors to one vector by 

Conv1d and pass it to the original snake module. Dilated snake 

is not only used for deformation with nearby but also to 

increase the receptive field so that 8N more features can be 

updated and propagated back to the backbone when training. 

C. Weighted DML 

In previous works, the contours are usually over-smooth, 

but E2EC [9] is the one that makes the contour jagged. This is 

caused by the dynamic matching loss (DML) [9]. The jagged 

problem occurred because DML only attracts one point to the 

keypoint. Thus, we assign the adjacent points of keypoints as 

new keypoints but with different weights. Those new keypoints 

can attract predicted points as well but with weak forces. The 

weights are reweighted with Gaussian distribution, where the 

original keypoints are with the weight 1. The Gaussian kernel 

of distribution is set as:   

 2 2exp(( - int( )) / 2 )/ 2x   . (2) 

Eq. (2) is sampled in the discrete form and  and  are set as 7 

and 0.5, respectively. The loss of our weighted DML is:  
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where SL1 means the smoothed L1 loss, pred and gt means the 

predicted result and the ground truth, respectively. The part that 

attract predicted points to the nearest contour remains the same 

in [9], which is shown in (3) and (4).  

D.  Loss Function 

The loss function is a combination of detection, initial 

contour, and refinement. Also, a boundary map is adopted to 

predict to enhance the performance. The losses are shown as 

follows: 
 det bd init refineL L L L L    , (8) 
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where 𝐿ௗ௘௧ is the detection loss, 𝐿௕ௗ is the boundary loss that 

applies focal loss [17], 𝐿௜௡௜௧ is the initial contour loss applying 

the smooth-L1 loss,  is a constant less than 1, which we set as 

0.8 in experiments, and wdml means the weighted DML. 

𝐿௥௘௙௜௡௘  is the refinement loss that consists of 3 parts. Also, 

contours at each iteration are applied to shape loss in [10]. The 

first four iterations and the contour from the dilated snake are 

applied smooth-L1 loss and our weighted DML is used for the 

latter four iterations.    

 

IV. EXPERIMENTS AND RESULTS 

A. Datasets and Metrics 

Datasets. The SBD and Cityscapes datasets [18] were used 

in experiments. The SBD dataset has 20 object classes and 

11355 images in total from the PASCAL VOC [19] dataset and 

is split into a training set for 5623 images and a validation set 

for 5732 images. Cityscapes has 8 classes that usually appear 

on the road, and it contains 2975 training images and 500 

validation images. 

Metrics. We evaluate the mask quality by standard AP. For 

SBD, we report the performance based on metrics 2010 VOC 

APvol
 , AP50 , and AP70. APvol is the average of AP with nine 

thresholds from 0.1 to 0.9. For Cityscapes, the results are 

evaluated in terms of AP metric averaged by 8 categories. 
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TABLE I: THE RESULT ON THE SBD DATASET WHERE * MEANS THAT MOSAIC 

AUGMENTATION IS APPLIED.  

Name APvol AP50 AP70 

ESE-20 [7]  35.3 40.7 12.1 

Deep Snake [8]  54.4 62.1 48.3 

DANCE [14]  56.2 63.6 50.4 

E2EC [9]  59.2 65.8 54.5 

TSnake 60.2 66.8 55.5 

TSnake* 60.5 67.2 56.1 

 
TABLE II: THE RESULT ON THE CITYSCAPES DATASET WHERE * MEANS THAT 

MULTI-COMPONENT DETECTION IS NOT APPLIED.  

Name AP 

DANCE* [14]  36.7 

Deep Snake [8]  37.4 

E2EC [9]  39.0 

TSnake 39.5 

 
TABLE III: ABLATION STUDY OF THE TIME-EMBED SNAKE AND THE DILATED 

SNAKE. THE BOLD STYLE MEANS THE FIRST PLACE IN EACH EXPERIMENT. 
Exp. Method APvol AP50 AP70 

Time -
Embed 
Snake 

w/o 58.9 65.9 54.8 

All layers 59.6 66.6 54.8 

backbone 60.2 66.8 55.3 

Dilated 
Snake 

w/o 59.9 66.2 55.1 

w/ Snake 59.9 66.5 55.0 

w/ Dilated 60.2 66.8 55.3 

Kernel=3 60.0 66.4 55.4 

Kernel=5 60.2 66.8 55.3 

 
TABLE IV: ABLATION STUDY ON LOSS FUNCTIONS. 

Experiment Method APvol AP50 AP70 

Loss Function 

smooth L1 loss 59.0 65.9 54.5 

DML 59.3 66.0 55.0 

Weighted DML 
60.2 66.8 55.3 

Weighted DML 

After the 2nd 58.5 65.2 53.8 

After the 4th 60.2 66.8 55.3 

After the 6th 58.7 65.2 53.8 

 

B. Implement Details 

Fixed setting. We trained our models on Intel i9-9900K, 

one Nvidia RTX 4080, with Python 3.7, PyTorch 1.11, and 

cuda 11.3 version. 

Backbone. For fair comparison to previous works, the 

detection backbone is CenterNet [20] with DLA34 [21] 

+DCNv2 [22]. 

 

 
Fig. 5  From left to right are original images, ground truths, the results of E2EC 

[9] and our proposed method, respectively. Our method can provide contours 

that enclose the extreme points and not over-smoother than others. 

 

Training setting. For SBD, TSnake was trained for 200 

epochs with Adam optimizer. The learning rate starts from 1e-

4 and decays based on StepLR at epochs 60, 100, 130, 155, 180. 

The batch size is set as 20. Mosaic augmentation [23] is adopted 

for the first 150 epochs, and the ratio of mosaic and original 

images is 3:2. The training and testing images are all 512x512. 

For Cityscapes, multi-component detection [8] is applied 

for the separated objects. The optimizer and scheduler are the 

same as those in SBD but the learning rate decays at epochs 70, 

110, 150, and 190.  

C. Results 

SBD. Our result of SBD is shown in Table I. TSnake 

outperformed the state-of-the-art (SOTA) contour-based 

method. It is worth mentioning that if we remove the dilated 

snake and refine the contours by time-embed snake only, our 

approach achieves 60.3 APvol, which yields a gap of 0.3 than 

SOTA. Meanwhile, our approach gets a balance between too 

smooth and too sensitive compared to and E2EC [9], 

represented in Fig. Some segmentation results are visualized in 

Fig. 4.   

Cityscapes. Our result of Cityscapes is shown in Table II. 

By adopting multi-component detection, our TSnake gets 39.6 

AP in validation set, which is the second place on the board 

compared to other contour-based methods. It yields 0.6 AP to 

the E2EC method [9]. Some results are shown in Fig. 5.     

D. Ablation Study 

In this section, we are going to verify the importance of each 

main component in our proposed method, including the time-

embed snake, the dilated snake, and the weighted dynamic 

matching loss. Following [8], all the models will be trained with 

the SBD dataset [24] and do not conduct mosaic augmentation 

in ablations.   
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Fig. 6  The results on the SBD dataset. 

 

Fig. 7  The results on the Cityscapes dataset. 

 

 

Fig. 8  Performance vs FPS in each iteration. The red and blue lines are the 

results of the TSnake with and without using the dilated snake, respectively. 

The performance converges at the 5th iteration, but still gets about 30 FPS. It 

shows that the proposed algorithm can be performed in real time.  

 

Time-embed snake. We developed three settings to verify 

time embedding, shown in Table III. The first one is the origin 

snake module from Deep Snake [8], the second one will be 

added time embedding in every layer, and the third one is our 

proposed setting. Without time embedding, the origin snake got 

the worst performance with 1.3 APvol drop contrast to ours, 

which shows that time embedding really correctly controls the 

model in every iteration.  

Dilated snake. Three cases are tested: (1) training without 

a dilated snake, (2) training by replacing a dilated snake with a 

snake module [8], and (3) training and testing with a dilated 

snake. The dilation of the kernel is set to 5, which is the same 

as our setting. The result is in Table III. Our dilated snake 

module got the best performance, yielding 0.3, 0.6 and 0.2 in 

APvol, AP50 and AP70 respectively compared to no addition one.  

Loss function. Two experiments are conducted. The first is 

the importance of the weighted DML, and the second is which 

iteration is better to apply it. The results are shown in Table IV. 

In the first experiment, we replaced weighted DML by DML [9] 

and the smooth-L1 loss. It shows that our proposed weighted 

DML improves by 0.9 APvol than the original DML, and yields 

1.2 AP than the smooth-L1 loss.  

For the second experiment, we applied the weighted DML 

after the 2nd, 4th, and 6th iterations. As shown in Table IV, 

weighted DML started after the 4th iteration performs the best, 

yielding 1.0 APvol and 1.5 APvol to the 2nd and 6th iterations, 

respectively. 

Iterative deformation. To show that the model is 

iteratively refined, we show the performance vs frame per 

second at each iteration, which is shown in Figs. 6 and 7. 
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Without the module, the performance significantly lagged 

behind the original in the first loops, however, by the 5th 

iteration, the gap narrowed to only 0.3 APvol, while the FPS 

increased by 3.5. An example of contour refinement at each 

iteration is shown in Fig. 8.  

 
VI. CONCLUSION 

In this work, we introduce TSnake, a time-embedded driven 

recurrent contour-based instance segmentation. TSnake applies 

time embedding to tell it which iteration is and deform the 

contours correspondingly. Next, the dilated snake shows that 

enriching receptive fields helps better reformation. Also, 

weighted DML reduces the sensitivity to noise, making it 

attractive to corners but not jagged. Our extensive experiments 

on the SBD and Cityscapes datasets demonstrate that TSnake 

achieves state-of-the-art performance while maintaining real-

time efficiency. 
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