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Abstract—Recent advancements in the field of Automatic
Speech Recognition (ASR) have seen the emergence of large-scale
models, contributing to a surge in research and development. The
performance of recent ASR models has rapidly improved with the
utilization of extensive pre-training datasets. However, challenges
persist in enhancing the recognition accuracy for non-mainstream
groups such as the elderly and speakers of regional dialects. This
paper conducts experiments using Korean speech data to compare
and analyze the biases related to gender, age, dialects, and second
language (L2) Korean speakers using the Conformer, wav2vec
2.0, and Whisper models. The experimental results showed that
female results exhibited better performance in ASR models than
those of males, and Whisper exhibited lower biases than two
other models in most cases. Furthermore, Whisper demonstrated
robustness compared to the other two models in the L2 speakers.
Additionally, the analysis of characters with high error rates for
each group revealed that, in the case of Korean, spacing and
particles exhibited high error rates. It was also observed that
characters with high error rates were similar within age groups
rather than between gender groups. In this study, we conducted
the first-ever examination of various biases in Korean ASR.
The identified biases through these experiments may serve as a
starting point for research aimed at improving the performance
of ASR for non-mainstream groups. This study underscores the
significance of addressing biases to advance fairness in the field
of ASR.

I. INTRODUCTION

Since the introduction of the transformer architecture [1],
various models based on transformers have been proposed
in the field of Automatic Speech Recognition (ASR), and
their performances have significantly improved. Under these
circumstances, research efforts in the field of ASR are actively
focused on enhancing inclusiveness and accessibility [2]–[8].
As part of such research, studies on biases in ASR performance
across different cohorts is being conducted from various per-
spectives, such as studies analyzing bias across different age
groups [7], [9], between genders [7], [9]–[14], and based on
racial backgrounds [4], [7], [12], [15]. Studies on such biases
are not limited to English [7], [12]–[15] but are also extensively
conducted based on various languages, including Dutch [9],
[16], [17], French [10], [13], Mandarin [11], and Arabic [18].

According to prior research, gender bias in ASR models
generally indicates that these models exhibit higher perfor-
mance for females than males [9], [11], [13]. However, some
studies have reported instances where they demonstrate supe-
rior performance for males than females [10], [14]. Regarding
age-based bias, Feng et al. reported that, on a Dutch dataset,
higher performance is observed in the order of teenagers, older
individuals, and young children [9]. Conversely, Liu et al.
reported superior performance in the elderly compared to other
age groups on the English dataset [7]. Thus, the bias in ASR
models appears to vary depending on the language used and
the specific model employed in the experiments. To the best
of our knowledge, no study comparing and analyzing biases
of ASR models on Korean language has been reported in the
literature.

In this regard, we conducted experiments in three dif-
ferent cases of ASR training approaches: training a model
from scratch, fine-tuning of a model pre-trained through self-
supervised learning, and finally, fine-tuning of a model pre-
trained through supervised learning using three different ASR
models, namely Conformer [19], wav2vec 2.0 [20], Whis-
per [21], respectively. We evaluated the performance of these
ASR models for three age groups – children, adults, and elderly
– and two genders, male and female. We examined and com-
pared biases within each group. Additionally, we investigated
the regional biases of six dialects of Korea, namely, the dialects
of the greater Seoul, the Korea’s metropolitan area (MA),
Chungcheong (CC), Gyeongsang (GS), Jeolla (JL), Gangwon
(GW), and Jeju (JJ). Finally, we compared the speakers whose
native languages are English, Chinese, and Japanese, learning
Korean as a second language (L2).

The identified biases through these experiments may poten-
tially serve as a starting point for research aimed at reducing
the bias of ASR especially for non-mainstream groups includ-
ing children, elderly individuals, speakers of regional dialects,
and L2 speakers. This study underscores the importance of
analyzing biases to advance fairness in the field of ASR.



TABLE I: Number of speakers, number of utterances, duration, and the average number of characters in train and test sets

Group
Number of speakers Number of utterances Duration (hours) Avg. number of characters

Male Female Total Male Female Total Male Female Total Male Female Total
train-children 105 135 240 50,000 50,000 100,000 65 62 127 14.23 14.17 14.20
train-adults 465 775 1,240 50,000 50,000 100,000 68 73 141 19.33 19.36 19.35
train-elderly 462 495 957 50,000 50,000 100,000 123 126 249 35.67 35.19 35.43
train-total 1,032 1,405 2,437 150,000 150,000 300,000 256 261 517 23.08 22.91 22.99
test-children 56 72 128 30,000 30,000 60,000 38 38 76 14.31 13.98 14.15
test-adults 273 361 634 30,000 30,000 60,000 39 40 79 19.26 19.52 19.39
test-elderly 245 260 605 30,000 30,000 60,000 74 77 151 36.47 36.01 36.24
test-MA 25 29 54 12,083 13,806 25,889 25 28 53 26.68 26.84 26.77
test-CC 7 8 15 4,588 5,026 9,614 8 9 17 25.92 25.86 25.89
test-GS 9 12 21 4,203 6,449 10,652 8 10 18 28.73 29.02 28.91
test-JL 4 5 9 2,160 2,971 5,131 4 5 9 26.56 26.63 26.60
test-GW 3 3 6 1,637 1,481 3,118 3 2 5 26.35 26.77 26.55
test-JJ 1 1 2 555 512 1,067 1 1 2 28.81 29.14 28.97
test-english L2 37 107 144 673 1,994 2,667 3 7 10 57.16 57.14 57.15
test-chinese L2 32 311 343 1,732 1,828 3,560 6 6 12 57.04 57.20 57.12
test-japanese L2 13 215 228 721 1,847 2,568 2 6 8 57.22 56.29 56.55

II. EXPERIMENTAL SETUP

A. Datasets

Table I presents the statistics of the training and testing
datasets used in the experiments. The datasets employed in
the experiments were sourced from AI-hub1. Four distinct
types of datasets, namely “Free Conversation Speech (Infants
and Children)”, “Free Conversation Speech (General Adults)”,
“Free Conversation Speech (Elderly)”, and “Speech Data of
Non-Native Korean Speakers for AI Training”, were chosen
and employed in the experiments. The training data utilized in
the experiments were randomly sampled from the remaining
three datasets, excluding non-native speakers, with 100, 000
utterances selected from each dataset. In this way, a total of
300, 000 utterances comprised the training data.

Throughout this process, the gender ratio within the training
dataset was adjusted to achieve the of ratio of 1:1, aligning
with the objectives of the experiments. The training dataset
comprises a total duration of 517 hours, and the number
of utterances was uniformly distributed across all groups.
Examining the average number of characters in transcripts
reveals that, in descending order, the elderly, adults, and chil-
dren exhibit higher counts. The test datasets were uniformly
composed of 30, 000 utterances for each age and gender group,
and the regional and L2 speaker datasets were obtained as
described in Table I. These utterances were randomly extracted
for each age and gender category, ensuring the exclusion of
shared speakers between the training and test datasets.

B. Character Error Rate

For experiments, the Character Error Rate (CER) is adopted
as the evaluation metric to conform with the common practices
for Korean ASR due to the unique characteristics of the

1https://aihub.or.kr/

language. The equation for calculating the CER is

CER =
S +D + I

N
, (1)

where it is computed by summing the number of deletions (D),
substitutions (S), and insertions (I) of the characters, and then
dividing it by the total number of characters (N ).

C. Models

We selected three ASR models – Conformer [19], wav2vec
2.0 [20], and Whisper [21] – in our experiments. The reason
for selecting the Conformer was to analyze biases in a model
trained from scratch. The model based on Conformer is com-
prised of a Conformer encoder and a Connectionist Temporal
Classification (CTC) [22] decoder. The Conformer encoder is
configured as Conformer-large with 17 layers and 8 attention
heads, amounting to a total of 118.8 million parameters. The
initial learning rate was set to 1e-0.6, with a batch size of 32.
The experiment utilized a tri-stage learning rate scheduler, and
the optimizer employed was Adam.

The rationale behind the selection of wav2vec 2.0 was driven
by the need to examine the bias inherent in pre-trained models
when utilizing unlabeled data. Like the Conformer, wav2vec
2.0 was a model that demonstrated the SOTA performance
upon its release. For the experiment, the encoder was con-
figured as wav2vec 2.0 while the decoder was set as CTC.
The wav2vec 2.0 encoder utilized a large model consisting
of 24 transformer blocks and attention heads. Additionally,
the experiment utilized the pre-trained wav2vec 2.0 XLSR-
53 model, trained on a 56, 000-hour dataset spanning 53
languages. The wav2vec 2.0 XLSR model contains 300 million
parameters, with an initial learning rate of 4e-4, a batch size
of 32, and a linear learning rate scheduler. Adam optimizer
was used for the experiments.

Whisper is a pre-trained model like wav2vec 2.0 except
it is pre-trained with labeled data. This distinction led to its
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inclusion in the experiments to scrutinize biases in models
pre-trained through supervised learning on multilingual data.
Both its encoder and decoder are structures with transformer-
based layers. For the experiments detailed in this paper, the
Whisper-small model was utilized, comprising 12 layers and
12 attention heads, totaling 244 million parameters. The initial
learning rate was configured at 5e-07, accompanied by a batch
size of 32, and a linear learning rate scheduler was employed.
The Adam optimizer was used for training. Finally, all models
were trained for 25 epochs, incorporating an early stopping
mechanism.

III. RESULTS AND DISCUSSIONS

A. Age and Gender Biases

Table II shows the CERs on the test datasets of the different
age groups and gender groups. In terms of overall performance,
it can be observed that wav2vec 2.0, Whisper, and Conformer
exhibit superior performance in the order mentioned, yielding
the average CERs of 2.15%, 3.24%, and 5.17% respectively.

When comparing performance based on gender, it can be
observed that across all models, the test data for females ex-
hibit slightly better performance than males. This suggests an
ASR models have a bias favoring females in Korean, regardless
of age. Conformer demonstrated the most pronounced gender-
based bias, with a difference in CER values between genders
being 1.02. In contrast, wav2vec 2.0 and Whisper demon-
strated higher resilience to gender-based bias, with values of
0.43 and 0.71, respectively. These results imply that models
pre-trained on various and extensive datasets, such as wav2vec
2.0 and Whisper, are less susceptible to biases compared to
the model trained from scratch. It is interesting to observe that
including multi-lingual dataset helps the performance of the
target language.

Upon comparing performance across different age groups,
Conformer demonstrated better performance in the order of
adults, children, and elderly testsets. For wav2vec 2.0, the best
performance was observed in the order of children, adults and
the elderly. Lastly, for Whisper, performance was found to be
superior in the order of adults and elderly, with an interesting
observation that performance on the children’s dataset was
the lowest. The reason why Whisper exhibited the lowest
performance on the children test dataset, unlike the other
models, is likely due to the fact that the Whisper model takes
the hyperparameter ‘max length’ as input. This is speculated
to result in a higher CER for the relatively shorter transcript
length, with hallucination issues occurring in some cases for
Whisper [23]. In this experiment, as can be seen in Table I, the
sentences of children dataset is shorter than those of the other
two datasets. The age-based standard deviations of CER are
0.70 for Whisper, 0.78 for Conformer, and 0.98 for wav2vec
2.0, indicating that Whisper shows the smallest bias.

Table III displays the proportions of the sentences for
non-zero CERs and Fig. 1 displays the distribution of their
CER values by age and gender across three models. As
evident from Table III, it is apparent that the model with

TABLE II: CER (%) on Age and Gender-Specific Test Datasets
using Conformer large, wav2vec 2.0, and Whisper-small

Model
Children Adults Elderly

Male Female Male Female Male Female
Conformer 4.98 5.14 4.96 3.93 7.09 4.92
wav2vec 2.0 1.57 1.56 1.88 1.57 3.64 2.65
Whisper-small 4.32 3.57 2.85 2.25 3.63 2.84

the highest performance, wav2vec 2.0, exhibits the lowest
proportion of non-zero CER. Comparing non-zero CER across
genders reveals that females consistently exhibit lower values
than males across all cases, consistent with the overall trends
observed in Table II. Moreover, the gender disparity in non-
zero CER proportions is also least pronounced in wav2vec
2.0. An intriguing observation is that while Table II shows a
marginal difference in performance between wav2vec 2.0 and
Whisper on the elderly test dataset, Table III indicates that
Whisper has a lower proportion of non-zero CER, suggesting
that although Whisper may correctly infer more sentences, the
average CER of erroneous sentences is higher compared to
wav2vec 2.0.

TABLE III: Proportion of non-zero CER sentences in the test
set

Model
Children Adults Elderly

Male Female Male Female Male Female
Conformer 0.45 0.45 0.49 0.44 0.82 0.73
wav2vec 2.0 0.15 0.15 0.22 0.19 0.67 0.58
Whisper-small 0.38 0.29 0.29 0.26 0.60 0.52

In Fig. 1, for the model with the best overall performance,
wav2vec 2.0, the outliers in non-zero CER values are relatively
lower compared to the other two models. Additionally, exam-
ining the distribution of outliers by gender in Fig. 1 reveals
that, paradoxically, in cases where performance was better for
females, there are more instances of higher outlier values.
Viewing Fig. 1 alongside Table III, it becomes apparent that
Whisper exhibits instances where the CER exceeds 0.5 for
male and female children, who have the shortest transcripts.
Conversely, Table III indicates that Whisper has a lower non-
zero CER than the other two models for the elderly, who have
the longest transcripts. This is considered as a result arising
from the inherent characteristics of the model, as mentioned
earlier.

TABLE IV: CER (%) on Korean regional-specific test datasets
using Conformer large, wav2vec 2.0, and Whisper-small

Model MA CC GS JL GW JJ Avg SD

Conformer 5.02 6.25 6.97 4.08 7.96 9.14 6.57 1.87

wav2vec 2.0 2.67 3.10 3.82 2.18 4.14 5.03 3.49 1.04

Whisper-small 2.92 3.52 4.17 2.37 4.23 4.85 3.68 0.92
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(a) Conformer

(b) wav2vec 2.0

(c) Whisper-small

Fig. 1: Distributions of non-zero Character Error Rates for
Conformer, wav2vec 2.0, and Whisper-small

B. Regional and L2 Biases

The experimental results with six different regions in Korea
are summarized in Table IV. It was evident that the per-
formance of the test set from the JL region was the best
across all models. Conversely, the performance on the JJ
dataset was consistently the lowest across all models. The
distinctiveness of the JJ dialect due to its geographical isolation
as an island likely contribute to the highest CERs. This is
also supported by studies showing that JJ dialect is largely
incomprehensible to monolingual speakers of standard Korean,
indicating a significant linguistic divide [24]. Examining the

TABLE V: CER (%) on L2 speakers of English, Chinese, and
Japanese Test Datasets using Conformer large, wav2vec 2.0,
and Whisper-small

Model
English Chinese Japanese

Male Female All Male Female All Male Female All
Conformer 21.72 19.49 20.09 22.74 19.99 21.33 21.65 19.36 20.02
wav2vec 2.0 17.95 16.54 16.89 19.05 17.08 18.03 18.67 17.09 17.52
Whisper-small 10.10 9.96 10.00 13.17 12.00 12.57 12.80 12.59 12.65

average performance for the six regions, wav2vec 2.0 achieved
the best performance with a CER of 3.49%, followed by
Whisper and Conformer with CERs of 3.68% and 6.57%,
respectively. Checking the standard deviation of CERs for
the six regions, Whisper exhibited the lowest value at 0.92,
indicating that Whisper has the least bias towards regional
dialects. This suggests that Whisper, being pre-trained on
diverse languages, and datasets, is more robust to biases.

Table V shows the experimental results with three different
Korean L2 speakers whose native languages are English,
Chinese, and Japanese. The results are further broken down
by gender, with separate CER values for male, female, and
all speakers combined. The experimental results indicated that
English native L2 speakers achieved the highest performance in
Korean speech recognition, followed by Japanese and Chinese
native L2 speakers. Analyzing gender bias among L2 groups,
Chinese native L2 speakers exhibit the most significant gender
bias in CER with an average bias of 1.96, while English
native L2 speakers show the least gender bias with an average
bias of 1.26. Among the three models, Whisper consistently
demonstrated superior performance across all language groups
and genders, achieving the lowest CERs compared to Con-
former and wav2vec 2.0. This suggests that Whisper may be
more effective in handling the speech variability of L2 speak-
ers, providing more accurate speech recognition capabilities.
The results also highlight a consistent pattern where female
speakers tend to have slightly lower CERs compared to male
speakers across all models and languages.

Fig. 2: Distributions of t-SNE of MFCC features for L2
speakers from China, Japan, English-speaking countries, and
native Korean speakers
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TABLE VI: Top 5 error characters excluding 9 consistently high-CER characters (/ /, /2/, /nWn/, /E/, /hE/, /i/, /Wn/, /k2/, /Wl/)
across models, by gender and age group

Conformer wav2vec 2.0 Whisper-small

Children M /nA/, /A/, /kA/, /mj2n/, /hA/ /kA/, /A/, /hA/, /nA/, /il/ /nA/, /A/, /kA/, /hA/, /ko/
F /kA/, /nA/, /A/, /to/, /il/ /kA/, /A/, /to/, /it/, /ko/ /kA/, /A/, /nA/, /ko/, /to/

Adults M /hA/, /A/, /nA/, /ja/, /tCi/ /ko/, /kA/, /ku/, /to/, /hA/ /ku/, /îi/, /hA/, /ko/, /A/
F /îi/, /nA/, /A/, /hA/, /tCi/ /ko/, /îi/, /A/, /ku/, /hA/ /ku/, /îi/, /hA/, /A/, /nE/

Elderly M /hA/, /kA/, /s2/, /nA/, /îi/ /hA/, /kA/, /îi/, /lWl/, /ko/ /kA/, /hA/, /s2/, /îi/, /ko/
F /k2t/, /kA/, /hA/, /îi/, /s2/ /îi/, /k2t/, /kA/, /hA/, /A/ /k2t/, /hA/, /A/, /kA/, /nE/

Figure 2 shows the t-SNE plot of Mel-frequency cep-
stral coefficients (MFCC) features extracted from Korean L2
speakers whose native languages are Chinese, English, and
Japanese, as well as native Korean speakers. Notably, there is
a significant distinction between native Korean speakers and
the other L2 speaker groups. The Chinese L2 speaker cluster
exhibits a wider distribution, likely due to the presence of tonal
characteristics in the Chinese language. Additionally, the t-
SNE distributions of Japanese and English L2 speakers show
relatively overlapping regions compared to the other languages.
These differences indicate clustering patterns that reflect the
underlying acoustic and phonetic influences of the speakers’
native languages.

C. Characters with High CER

To analyze the bias results of each group, we examined
characters exhibiting high CERs. The investigation revealed
that among the top 20 characters with the highest errors for
each gender and age group across three models, 9 characters
– / /, /2/, /nWn/, /E/, /hE/, /i/, /Wn/, /k2/, /Wl/ – appeared
consistently. Notably, the character ‘/ /’ representing the space
between words, was the most error-prone in all cases. Also,
the characters corresponding to Korean particles, which are
functional elements attached to nouns, verbs, or adjectives to
indicate grammatical relations, were frequently misinferred.
This is considered to be influenced by the characteristics of
the Korean language, attributed to the somewhat intricate rules
of spacing and the flexible utilization of particles, which are
well known to be two major sources of grammatical errors
made even by humans [25], [26]. Table VI presents the top
5 characters, excluding the aforementioned 9 characters, that
exert the highest influence on CER for each model across
gender and age groups. The top error characters exhibit a high
degree of similarity between males and females within the
same age group although they differ among the age groups.

IV. CONCLUSION AND FUTURE WORKS

This paper presented a comparative analysis of various
biases for Korean ASR, and the experimental findings provide
insights into the performance and biases of the recent ASR
models trained with Korean speech datasets. Wav2vec 2.0 and
Whisper boast notable robustness to biases, especially regard-
ing the gender difference. The analysis revealed a consistent
bias favoring females across all models, with Conformer ex-
hibiting the most pronounced gender-based bias. Furthermore,
we observed that age-based bias is least prominent in the

adults category across all models, with Whisper exhibiting
the smallest age-based bias. Regional biases were also ex-
amined, revealing that the Whisper model demonstrates the
least amount of regional bias, potentially by training with the
vast amount of multi-lingual datasets, and all models exhibit
the lowest CER in the JL region. Through experiments, the
performance differences of Korean ASR models for L2 speak-
ers were also examined, revealing that the models performed
best with English native speakers, followed by Japanese and
Chinese.

Additionally, it was observed that the Whisper model out-
performed the other two models, which can be attributed to
the fact that Whisper was pre-trained on a large amount of
labeled data. This pre-training likely contributed to its robust-
ness against various speech patterns and contextual biases in
transcriptions.

In line with previous studies of other languages, we have
substantiated the presence of biases in Korean ASR models
through our experiments. If these biases in ASR models can
be addressed properly, it can lead to the development of
more inclusive ASR models, which could result in overall
performance improvements.

Research on analyzing the identified biases from acoustic,
prosodic, and phonetic perspectives through experiments and
exploring methods to resolve them is planned as further
research. Acquiring additional dialectal datasets will be de-
sirable for more thorough examination of the regional biases.
Also, considering the influence of native languages is crucial
when evaluating and improving ASR model performance for
L2 speakers. Therefore, understanding the clear differences
between native languages is deemed necessary. Hence, it is
believed that further investigation into the differences among
L2 speakers from various perspectives will be required in
future studies.
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