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Abstract—As the image generation technology continues to
advance, images generated by artificial intelligence have become
ubiquitous on the internet, leading to a plethora of controversies
regarding image copyright. Addressing this issue, tracing back
to the source model of generated images has become a crucial
approach to resolving it, aiding in establishing the legitimacy
and ownership of images. Most existing approaches primarily
focus on discerning image authenticity while overlooking the
issue of source attribution for generated images. Few traditional
image attribution methods are constrained by temporal limi-
tations, only applicable to attributing past generative models
such as GANs, while their effectiveness is limited for newer
methods like diffusion generative models that have emerged in
recent years. This paper proposes a novel method capable of
attributing images generated by text-to-image diffusion models
and maintaining effectiveness even for untrained models. We
construct a semantic feature extraction network and train a
feature-difference recognition model using a siamese network
approach based on the semantic similarity of generated images.
We collect and construct a dataset for training and testing,
validating the outstanding performance of our method. Our
method enhances compatibility with black-box models, ensuring
effective source identification for images generated through text
input. Through rigorous experimental validation, our method
demonstrates significant progress, providing effective forensics
approach for attributing generated images.

I. INTRODUCTION

Over recent years, significant advancements have been ob-

served in text-to-image generation models. Notably, models

such as Stable Diffusion [1], DALL-E [2], Imagen [3], and

others have demonstrated the capability to produce high-

quality, lifelike images. A model in this domain receives a

prompt, characterized as a textual segment, along with random

noise as inputs. Subsequently, the model executes denoising

of the image, guided by the provided prompt, ensuring the

resultant image aligns with the given prompt.

With the proliferation of generated images flood the internet,

there arises controversy concerning copyright issues and the

difficulty in tracing their origins [4]. Some advertisers have

used unauthorized models to generate commercial advertising

images, and the authors of the models hope to receive payment

from the advertisers. However, proving that these images were

generated by their models is an extremely challenging task,

as attributing the exact source of image generation can be

restricted by technical limitations and data privacy [5]. The

example highlights the complex challenges posed by copyright

disputes and traceability issues in an era of AI-generated

images. Consequently, research on attributing synthetic image

sources is crucial for forensic investigations aimed at address-

ing infringement activities. Additionally, it plays a pivotal

role in fostering the establishment of a more equitable and

intellectual property-respecting society.

However, although the considerable work [6]±[10] devoted

to identifying fake images, research on tracking remains lim-

ited [11]±[13], with the majority of existing studies focused on

images generated by GAN [14]-based models. Most method

for detecting images generated by GAN-based model exhibit

limited efficacy when applied to diffusion-based generation

models [15], rendering them inadequate for traceability.

In this paper, our main contributions are as follows:

• We propose a novel method for source attribution of

synthetic images generated by diffusion-based text-to-

image models, which can be naturally applied to real

attribution scenarios.

• We propose a supervised contrastive loss that can effec-

tively decouple the semantic features and style features

of images.

• We constructed a strongly semantically related dataset,

and our model performed well on the test dataset.

II. RELATED WORK

A. Text-to-Image Generation

Text-to-image generation typically involves taking a text

description (prompts) as input and producing an image that

corresponds to the text. Early pioneering efforts in text-to-

image generation [16] utilized Generative Adversarial Net-

works (GANs) [14]. These approaches combined a prompt em-

bedding with a latent vector, aiming for the GANs to generate

an image that illustrates the prompt. Such early work [17]±[19]

has inspired further research in text-to-image generation using

GANs. However, GAN-based models do not always deliver

optimal performance in image generation [1]. More recently,

significant advancements in text-to-image generation have been

achieved with the introduction of diffusion models [1]±[3],



Fig. 1: Overview of Image Source Attribution Process: User first needs to describe the image to be attributed or automatically

obtain descriptions using the I2T model. The obtained description is then input into the suspicion model to generate a reference

image. These two images are then input together into the attribution model to output result.

I2T model: Image to Text model. I2T model: Text to Image model.

[20], [21]. These models typically start with random noise

and prompts, then iteratively refine the noisy images into

clear ones guided by the prompts. Modern diffusion model-

based approaches, such as Stable Diffusion [1], DALL·E [2],

Imagen [3], and GLIDE [21], have set new benchmarks in

performance, surpassing earlier models. Consequently, our

work focuses on these diffusion-based models.

B. Synthetic Image Attribution

Over the past year, research on the traceability of fake

images has mainly focused on tracing images generated by

GAN-based models. Representative works include: [11] pro-

pose a GAN fingerprinting technique based on representation

mixing, which can matching images invariant to their semantic

content. Their solution demonstrates robustness against benign

transformations (e.g., changes in quality, resolution, shape)

typically encountered during online image resharing. [12]

present an iterative algorithm for discovering images generated

from previously unseen GANs by exploiting the fact that all

GANs leave distinct fingerprints on their generated images.

[13] also uses the unique model fingerprint existing in the

GAN, and will leave a stable fingerprint in the generated

image, supporting the image attribution. Their experiments

show that even minor differences in GAN training can result

in different fingerprints, which enables fine-grained model

authentication.

However, the results of these methods on the emerging

T2I models are disappointing [15]. The literature concerning

the tracing of Text-to-Image (T2I) generation models remains

sparse, with only a handful of studies addressing this area.

Notably, among the limited existing literature, the works of

[15] and [22] stand out as significant contributions.

Sinitsa et al. [15] utilize the inductive bias of convolutional

neural networks (CNNs) to develop a new detection method

that requires a small amount of training samples and achieves

accuracy that is on par or better than current state-of-theart

methods.Based on the observation that images produced by

each generative model exhibit distinct model fingerprints [13],

[15] aims for the network to internalize this unique charac-

teristic. Unlike analogous methodologies, the author utilizes

a network to generate this Residual. Specifically, throughout

model training, a similarity computation is conducted between

the artifacts produced by the network and both synthetic and

authentic images from the same source. The objective is to

minimize the disparity between the artifacts and synthetic

images while maximizing the gap between the artifacts and

authentic images. Consequently, a novel loss function is intro-

duced to facilitate this objective. During the inference phase,

assessing the similarity solely between the acquired artifacts

and the target image enables decision-making. Nonetheless,

this approach encounters a notable challengeÐits vulnerability

to noise, as confirmed by the conducted experiments. Adding

even a minimal amount of noise to the image is adequate to

compromise the model’s effectiveness.

III. METHOD

A. Motivation

Our approach is based on the following hypothesis : A Text-

to-Image (T2I) model is expected to exhibit a certain level

of semantic and style similarity when generating images for

the same prompt. Specifically, when employing the T2I model

to generate images based on identical prompts, the resultant

images demonstrate a notable correlation in content semantics

and visual style, such as painting style, color brightness,

etc. Furthermore, distinctions in content and visual semantics

among various models arise, due to disparities in image

databases and training methodologies employed during model



(a) Generated images from the same prompt
but different models.

(b) Random prompts and different models.

Fig. 2: Utilize the image encoder of the CLIP model for

extracting features from image data, then apply the t-SNE

method to dimensionality reduction and visualization.

training. This unique and distinguishable similarity forms the

basis for establishing a feature discrimination network, which

aims to learn the semantic differences among images generated

by different models under the same prompt.

To validate this hypothesis, we employed the Image Encoder

of the CLIP [23] model for verification. Initially, we utilized

a same prompt to generate 100 images for each of the

four different T2I models (GLIDE [21], LDM [1], SDv1.4

[24], SDv2.1 [25]). Part of the sample image are shown in

Fig.3. Subsequently, these images were input into the Image

Encoder to obtain corresponding feature vectors. Finally, we

employed the t-SNE [26] method for dimensionality reduction

and visualization, as illustrated in Fig.2a. It is evident that,

even with the use of non-finetuned pretrained weights, there

is still a significant distinction among the models. Notably,

the SDv1.4 and SDv2.1 models exhibit substantial separability,

with SDv2.1 being fine-tuned on the basis of SDv1.4, demon-

strating that their respective generated image features remain

well-differentiated.

On the other hand, for each of the 5 different genera-

tive models (GLIDE, LDM, SDv2.1, Midjourney, DALLE·3),

we randomly sampled 100 images from publicly generated

datasets. Repeating the aforementioned procedure, the obtained

results are depicted in Fig.2b. It is evident that their distribu-

tions are quite scattered and challenging to differentiate.

B. Process Design

Based on the above experimental observations, an apparent

approach is to utilize identical prompts to generate multiple

fake images, subsequently clustering them for tracing. How-

ever, this method is impractical in real-world scenarios due

to the substantial time consumption involved in generating

the images. The time cost required for image tracing through

clustering is unacceptable. Therefore, we propose a feasible

solution for real-world scenarios to tracing the origin of images

generated by T2I models. When a user intends to trace the

origin of a particular image, they can initially obtain the

textual content of the image through self-description or an

Image-to-Text (I2T) model (such as Blip [27], gpt2 [28] . . . ).

Subsequently, this textual description is fed into the Text-

to-Image(T2I) model under consideration for detection. The

resulting newly generated image is then compared with the

original image using a discriminant model, ultimately yielding

a conclusion. If the image is generated by the T2I model under

consideration, the newly generated image should exhibit strong

semantic similarity to the original image. In such cases, the

discrimination network would provide an affirmative decision.

Conversely, if neither of them holds true, the discrimination

network would render a negative decision for each pair. Thus,

we convert the task of source attribution to a binary classifi-

cation problem. The overall process of our approach is shown

in Fig.1.

We believe that contrasting the input image with the newly

generated image is more persuasive and practical than using

a model to make direct judgments. After all, innocent until

proven guilty.

C. Model Design

The above experiments have verified that the image encoder

of CLIP possesses strong semantic feature extraction capabil-

ities, and the provided features have separability at different

generated model levels. Therefore, the detection model can be

constructed by a feature extractor and a classification network.

Meanwhile, considering our goal is to assess the similarity

of two images in terms of content and visual semantics, we

adopt the idea of Siamese networks [29]. The input images are

separately processed by the encoder to obtain two features, and

the distance between them is calculated to obtain the model

loss. The specific model design is illustrated in Fig.4.

Here, we propose a Supervised Contrastive Loss [30], de-

signed to decouple the semantic features and style features of

images, defined as follows:

LSupCon =
1

|I|

∑

i∈I

1

|P (i)|

∑

p∈P (i)

log
exp(d(Fi,Fp)/τ)∑

a∈A(i)

exp(d(Fi,Fa)/τ)
,

(1)

where I denote the set of images generated using the same

prompt, P (i) the set of all images sharing the same source

as i, A(i) the set of all images from different model than i,
A,P ∈ I . Fi denote the features of the image indexed by i,
τ the scaling factor, and d(, ) represent the difference between

two features.



Fig. 3: Image samples generated by different models from the same prompt: ’In a garden, a white cat rests beneath cherry

blossoms, sunlight casting shadows amidst swirling petals’.

Fig. 4: Structure of the detect model.

IV. EXPERIMENT

A. Data Collection

We chose the Flickr [31] dataset as the real image training

data. On the other hand, we utilize the generated images from

LDM, SDv14 and SDv2.1 models for training. Specifically,

we employ the LDM, SDv14 and SDv2.1 models to generate

images corresponding to the text from the Flickr dataset. The

final training dataset is shown in Table.I.

Here 6742×3 indicates that, for the same prompt, the

generative model produced three synthetic images. The total

number of images in our training data is 67,420, and testing

data is 13,490.

B. Implementation Details

We decompose the attribution task into a binary classifi-

cation problem, where given a pair of images as input, the

model must determine whether the two images are generated

by the same generative model. We use CLIP [23] and HR-

Net [32] as backbones to extract image features. Each model

was trained for 100 epochs using the Adam optimizer, with an

initial learning rate set to 1e-4. The learning rate was scheduled

TABLE I: Structure of dataset.

Type Image Source Image Size Training Data Testing Data

Real Flickr Not fixed 6742 1349

Fake

LDM 256 × 256 6742×3 1349×3

SDv2.1 768 × 768 6742×3 1349×3

SDv1.4 768 × 768 6742×3 1349×3

Total - - 67420 13490

to decay by a factor of 0.4 every 20 epochs to ensure stable

convergence. The experiments were carried out on a single

Nvidia A6000 GPU, leveraging the PyTorch framework for

implementation.

C. Result

Table.II presents our experimental results. From the table,

it is evident that CLIP and HR-Net without fine-tuning are

ineffective; they tend to classify all image pairs as originating

from the same source. In contrast, after fine-tuning CLIP

and HR-Net using our method, the accuracy of provenance

detection improves. This can be explained by the fact that

images with the same prompt have strong semantic similarity,

which CLIP and HR-Net can capture these similarities to make

the same-source judgment. Our method further enables the

model to focus more on the style features of the images,

thus decoupling the original features. Notably, the provenance

results with HR-Net as the backbone are significantly better

than with CLIP. This is because the CLIP model aims to align

image content with text, making it difficult to separate style

and semantic features, whereas HR-Net focuses more on the

image itself, thus better capturing the desired style features.

Fig.5 shows the probability distribution of predictions for

the test data using HR-Net. It can be observed that, except

for the image pairs consisting of real and sdv21 models, our



TABLE II: Results of different backbones on the test sets.

Backbone Model1 Model2 TP FP FN TN Recall F1 Score Accuracy AUC

CLIP w/o fine-tune

LDM SDv14 4842 7263 0 0 1 0.57 40.00% 0.82

LDM SDv21 4842 7263 0 0 1 0.57 40.00% 0.78

SDv14 SDv21 4842 7263 0 0 1 0.57 40.00% 0.59

Real LDM 2421 2421 0 0 1 0.57 50.00% 0.89

Real SDv21 2421 2421 0 0 1 0.57 50.00% 0.87

Real SDv14 2421 2421 0 0 1 0.57 50.00% 0.83

CLIP

LDM SDv14 3807 1414 1035 5849 0.78 0.75 72.92% 0.86

LDM SDv21 3833 1345 1009 5918 0.79 0.76 74.02% 0.86

SDv14 SDv21 3832 5363 1010 1900 0.79 0.54 41.67% 0.54

Real LDM 1904 323 517 2098 0.79 0.82 85.50% 0.81

Real SDv21 1929 1467 492 954 0.80 0.66 56.80% 0.63

Real SDv14 1903 1324 518 1097 0.79 0.67 58.97% 0.66

HR-Net w/o fine-tune

LDM SDv14 4842 7263 0 0 1 0.57 40.00% 0.79

LDM SDv21 4842 7263 0 0 1 0.57 40.00% 0.82

SDv14 SDv21 4842 7263 0 0 1 0.57 40.00% 0.59

Real LDM 2421 2421 0 0 1 0.67 50.00% 0.88

Real SDv21 2421 2421 0 0 1 0.67 50.00% 0.88

Real SDv14 2421 2421 0 0 1 0.67 50.00% 0.78

HR-Net

LDM SDv14 4576 37 266 7226 0.95 0.98 99.20% 0.99

LDM SDv21 4541 6 301 7257 0.94 0.97 99.87% 0.99

SDv14 SDv21 4307 869 535 6394 0.89 0.86 83.21% 0.95

Real LDM 2405 15 16 2406 0.99 0.99 99.38% 0.99

Real SDv21 2136 557 285 1864 0.885 0.83 79.32% 0.90

Real SDv14 2171 244 250 2177 0.90 0.90 89.90% 0.96

Fig. 5: Probability distribution of HR-Net backbone predictions

on test data.

method demonstrates high stability in other cases. For the real

and sdv21 image pairs, we attribute this to the fact that the

sdv21 model’s training data is larger compared to the other

generative models, resulting in generated images whose style

more closely approximates real images, making them harder

Fig. 6: T-SNE visualization of test image features extracted by

CLIP and HR-Net.

to distinguish from real images.

In Fig.6, we visualize the image features extracted by

the two backbones using t-SNE. It is evident that HR-Net

distinguishes the features of different models, with only few

features of real images overlapping. In contrast, CLIP performs

rather poorly.

V. CONCLUSION

In this paper, We presents a novel approach for source

attribution of generated images produced by diffusion-based



text-to-image models. Compared to existing methods, our ap-

proach is more friendly towards black-box models. Users only

need to input the same image descriptions into these models

and then compare the generated images with the original

ones. After experimental testing, our model exhibited strong

performance in image source attribution task. This provides

a means of proof for copyright maintenance among image

content creators.
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