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Abstract—Semantic segmentation is an image recognition tech-
nique that classifies each pixel in an image. This technique is
crucial in the fields of automated driving and medicine. Despite
its significance, limited computational resources is available for its
application. The current challenge involves to developing models
that are accurate and fast, secondary lightweight. DDRNet (Deep
Dual-Resolution Net) is a real-time segmentation method, which
is a highly accurate method with a multi-resolution substructure.
DDRNet is a model that to achieve efficiently both accuracy
and real-time performance reducing the number of resolutions
used in the subnetworks. However, DDRNet is less accurate than
non-lightweight models, especially in small object recognition.
Therefore, this research aimed to improve the accuracy of
DDRNet while maintaining its light-weight and high computation
speed. We conducted experiments on a coronary calcification
dataset using DDR-SAPC-U as our proposed model, which is a
modified version of the proposed method specialized for medical
imaging with the addition of a skip connection. Overall, DDR-
SAPC-U as our proposed demonstrated the highest accuracy
compared to conventional medical methods and was relatively
lightweight in terms of computational complexity. DDR-SAPC-
U as our proposed model improved the accuracy compared to
conventional methods.

I. INTRODUCTION

Semantic segmentation is an image recognition technique
that classifies each pixel in an image. This technology is
widely applied role in various fields. Such as object recognition
in autonomous driving, abnormal part detection in industrial
inspection, and detection of organs and lesions in the medical
field. In cardiac CT, this technology is applied for detailed de-
tection of lesions called coronary artery calcification, which are
strongly associated with coronary artery disease. However, the
limited computational resources in cars and medical settings
have prompted advancements in semantic segmentation using
deep learning wherein the development of a model focuses not
only on accuracy but also on lightness and speed.

HRNet (High-Resolution Net) [1] [2] is a powerful back-
bone in image recognition tasks, and methods applying it have
recorded high accuracy in semantic segmentation, pose esti-
mation, and object detection. Owing to the structure in which
the sub-networks with multiple resolutions are connected in
parallel, the computation amount is large and the processing
speed is slow. DDRNet [3] is a real-time segmentation method
inspired by HRNet and has a structure in which sub-networks
with two different resolutions are connected in parallel. DDR-
Net is a model that to achieve efficiently both accuracy and
real-time performance reducing the number of resolutions used
in the subnetworks. However, DDRNet is less accurate than
non-lightweight models, especially in small object recognition,
especially in images. Therefore, this research aims to improve
the accuracy of DDRNet by using coronary artery data while
maintaining its lightweight nature and high computation speed.

The remainder of this paper is organized as follows. In
Section 2, as related to research, we will explain a seman-
tic segmentation method based on deep learning, a method
using attention, one using multiple resolutions, and another
for medical images. The describes the proposed method is
described in Section 3. Results of comparative experiments
between the proposed method and the conventional method
are discussed in Section 4. In Section 5, we discuss the details
of the experiment and conclusions and suggestions for further
work are summarized in Section 6.

II. RELATED WORK

In this Section, we review research literature related to
the topic of this study. First, we describe research on med-
ical images in semantic segmentation using deep learning.
Thereafter, research on methods using attention and methods
using multiple resolutions are described. Finally, we describe
DDRNet, which is the baseline of this research.



A. Semantic segmentation

Semantic segmentation uses deep learning developed from
FCN [4]. Thus far, DeepLab [5], [6], which improved accuracy
by convolution using U-Net with Encoder-Decoder structure
and multiple dilated rates. In addition, several methods have
been proposed, such as PSPNet [7], which improves accuracy
by using multiple sizes of Average Pooling.

Currently, numerous segmentation methods that pursue real-
time performance. For example, SegNet [8], which is accel-
erated by using a small network structure and skip coupling,
and spatial information is extracted from two networks called
Spatial Path and Context Path, BiSeNet [9], and BiSeNet
v2 [10], etc. The other studies, E-Net [11], ICNet [12],
and SFNet [13] have proposed fast and lightweight semantic
segmentation methods.

B. Medical images in semantic segmentation

Semantic segmentation has a great impact in the medical
field, and is useful for detecting organs and lesions. UNet [14]
is a simple Encoder-Decoder model featuring skip joins.
FCN, the main semantic segmentation method proposed before
UNet, yielded only low-resolution output.

On the other hand, UNet has an Encoder-Decoder structure,
and an output with the same resolution as the input can
be obtained. For this reason, it is often used in tasks in
the medical field that require dense output, and has recently
been applied to the detection of the brain, lungs, and heart.
Some models based on the structure of UNet have also been
proposed. Examples include UNet++ [15], which has a dense
structure with multiple convolutions and skip connections
added between the encoder and decoder, and TransUNet [16],
which incorporates a transformer into the structure of UNet.
These encoder-decoder structure methods have recorded high
accuracy in tasks in the medical field.

C. Attention mechanism

In recent years, attention mechanisms [17] have been
introduced not only in natural language processing but also in
semantic segmentation. DANet [18] and PSA [19] are methods
that focus on this. These methods have a network structure that
uses both spatial and channel-oriented attention. In particular,
PSA recorded high accuracy by combining OCR [20], which
is a method that also applies attention, and HRNet, which has
multiple resolution sub-networks.

In addition, Tao et al. [21] proposed a method that outputs
spatial direction attention at multiple resolutions, and by using
spatial attention, it was possible to extract information more
appropriately for object regions than conventional convolu-
tions. In this method, the element product of each attention
map and feature map is taken to emphasize the area of the
object and improve the accuracy. From this research, we
obtained findings showing that the object to be focused on
differs depending on the resolution of the image used.

III. PROPOSED METHOD

We propose two methods, Dual Attention Module (DAM)
and Parallel Basic Block (PBB), which effectively extract
features with less computation. Furthermore, we propose ding
DDR-Spatial Attention Parallel Convolution (DDR-SAPC) to
DDRNet-23-slim.

A. DDR-SAPC-U

We improved DDR-SAPC for application to medical image
datasets. The improved network is called DDR-SAPC-U. Fig-
ure 1 is a schematic of the network of DDR-SAPC-U. There
are two improvements from DDR-SAPC. The first point is
the resolution of convolution. Even a small error in medical
image segmentation can greatly change the diagnostic result.
In addition, detection of lesions and abnormalities requires
high accuracy. Therefore, we modified the Encoder-Decoder
structure to output at the original resolution such as U-Net [14]
and UNet++ [15]. This structure enables the fine detection of
objects, and further improvement in accuracy can be expected.
The second point is the addition of skip joins. In the encoder-
decoder structure, the loss of features obtained on the encoder
side occurs during convolution and upsampling. To prevent
this, a skip join is introduced in the red-lined part of the figure.
The introduction of skip coupling prevents the loss of detailed
features. Furthermore, the detection performance is expected
to improve.

1) Dual Attention Module: The Dual Attention Module
(DAM) is a module inspired by Tao’s method [21]. Figure 2
displays the network structure.

This module is decomposed into the part that generates
spatial attention in Figure 2(a) and the part that extracts
features by convolving feature maps in Figure 2(b). In DDR-
Net, fusion of low and high-resolution was performed only
in the part displayed in Figure 2(b). Therefore, we added
a spatial attention generation part emphasizing the feature
values of objects obtained at low and high-resolution. In the
spatial attention generator, low-resolution and high-resolution
attention maps AS and AL are generated by two layers of 3 x 3
conv, respectively. Then, Ag+(1-Ayp) for each element on the
high-resolution side and A, + (1 — Ay) on the low-resolution
side is processed. The element product considers the resulting
attention map and the original feature map. Generate a feature
map by passing it through two layers of convolution and adding
it to the inverse resolution.

2) Parallel Basic Block: PBB is a module devised to
increase the types of resolutions in the convolutional layers
inside DDRNet. DDRNet-23-slim uses the Basic Block in
Figure 2(a) for the internal convolution block. This method
is used in ResNetl8 [22] etc. It is a very lightweight block
that extracts features with two layers of convolution.

In contrast, the proposed method, Parallel Basic Block
(PBB), has a structure in which two layers of convolution
are performed for three kinds of resolutions [1/1, 1/2, 1/4].
As resolution is halved and area is squared, the amount of
processing is exponentially small. The purpose of PBB is to
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effectively extract features using multiple resolutions while the
increase in processing amount is maintained to a small amount.

IV. EXPERIMENT
A. Dataset

In this paper, we used a cardiac CT coronary artery cal-
cification data set to verify that the proposed method can
be applied to medical images depicted in Figure 3. This
dataset was created for detecting coronary artery calcification
[23] [24] [25], which is considered to be highly related to
coronary artery disease. We manually performed the anno-
tation. The objects of label are the left anterior descending
artery and calcifications present in three coronary arteries: left
anterior descending artery (LAD, LMT), left circumflex artery
(LCX), and right coronary artery (RCA) In this dataset, there
are four classes including the class without calcification. The
number of training verification data is 5600 (obtained from
100 patients), and the number of test data is 1240 (obtained
from 21 patients).

B. Pretreatment and training method

The coronary artery calcification dataset was not prepro-
cessed during training. The CT image was input as is. SGD was
used as the optimization method, and momentum and weight
decay were set to 0.9 and 0.0005. The initial value of the
learning coefficient was 0.01, and training was performed with
a batch size of 4 and an epoch number of 50. OHEM CE loss
was the loss function.

The model was evaluated by inputting test data for the
coronary artery calcification data set and examining the de-
tection accuracy and detection speed, computational load, and

DDR-SAPC-U schematic diagram Changes from DDRNet are shown in red. The stride of the convolution is reduced and the feature resolution is

the number of parameters. The mean Intersection over Union
(mean IoU) was considered as an evaluation index for detection
accuracy.

C. Visualization of detection results at coronary artery calci-
fication dataset

Visualization example of the detection results in the coro-
nary artery calcification test data set shows as below. Fig-
ure 3(b) shows the classification of classes in the correct and
output images. From the upper left of the figure, the input
image, the output of UNet, the output of UNet++, and from
the lower left the correct image, the output of TransUNet,
and the output of DDR-SAPC-U. First, in Figure 4(a), UNet,
UNet++, and TransUNet incorrectly detect aortic calcification
as RCA calcification for a correct image with LAD and
LCX calcification. In comparison, DDR-SAPC-U improved
this false detection. Furthermore, LCX calcification was also
detected in a form close to the correct image. Figure 4(b)
displays an output diagram for images with LAD, LCX, and
RCA calcifications. UNet and UNet++ failed to detect LCX
calcification, however TransUNet and DDR-SAPC-U detected
it correctly.

D. Experiment results

1) Testing Environment: For the proposed models, all the
training and testing pipelines, as well as baselines were im-
plemented using PyTorch 1.6.0+cu92 framework in a Python
3.8.5 virtual environment. The graphics processing unit used
in the training pipeline was NVIDIA Quadro P6000, and the
RAM was 24 GB. Jupyter notebooks were utilized to conduct
the experiments.
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Fig. 2. Dual Attention Module. Learn more about the Dual Attention Module. This method adds the structure of part (a) to part (b) of the conventional method.
Part (a) generates spatial attention at both high and low resolutions for the purpose of emphasizing various objects.
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Coronary Artery Calcification Dataset Image Example. (a) Left side: Input images. Right side: Correct images.(b) Coronary calcification dataset color

map. Black indicates no calcification, red indicates LAD calcification, green indicates LCX calcification, and yellow indicates RCA calcification class.

Input imaj

Ground Truth TransUNet DDR-SAPC-U TransUNet DDR-SAPC-U
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Fig. 4. Output images by model in coronary artery calcification dataset Black
indicates no calcification, red indicates LAD calcification, green indicates LCX
calcification, and yellow indicates RCA calcification class.

2) Experiment results: Using the proposed method DDR-
SAPC-U, we conducted experiments according to the method
described above. We added UNet [14], UNet++ [15], and Tran-
sUNet [16] as conventional methods for semantic segmentation
tasks in the medical field and comparatively evaluated them.

The results are listed in Table 1. The proposed method

recorded high accuracy in all classes compared to other meth-
ods. FLOPs were relatively low values, indicating that the pro-
posed method is superior in terms of accuracy, computational
complexity, and lightness.

V. DISCUSSION

DDR-SAPC-U recorded relatively fewer FLOPs and max-
imum accuracy in the Table I . In particular, the recognition
accuracy has improved in the calcification classes located in
the LAD and LCX. These calcifications tend to be difficult to
recognize, especially at the branching points of the coronary
arteries. The feature quantity was effective in the spatial di-
rection by DAM. RCA improved accuracy less than that other
methods. This is probably because of the shallow convolutional
layers and the lightweight structure of the proposed method,
DDR-SAPC. Therefore, the accuracy can be improved by
adding more channels in the convolution and deepening the
convolution layers.

VI. CONCLUSION

This research proposed a fast segmentation method, DDR-
SAPC, which adds spatial attention and convolution with low
resolution. Compared with UNet, UNet++, and TransUNet,



TABLE 1
CORONARY ARTERY CALCIFICATION TEST DATASET RESULTS

. IoU by class
Architecture o calcification LyAD CX RCA mloU | GFLOPs  Params
Unet [14] 99.99 80.74 52.55 73.28 | 76.64 54.62 7.76 M
Unet++ [15] 99.99 76.58 5597 80.61 | 78.29 137.95 9.16M
TransUnet [16] 99.98 66.41 4283 63.67 | 68.23 62.19 20.07M
DDR-SAPC-U (Our proposed model) 99.99 88.33 61.64 80.65 | 82.65 60.15 13.42M
which are conventional methods in the medical field, the pro- [10] C. Yu, C. Gao, J. Wang, G. Yu, C. Shen, and N. Sang, “Bisenet

posed method demonstrated the highest accuracy. Furthermore,
it is relatively lightweight in terms of computational complex-
ity and has been validated to be effective in the medical field
as well. And we contribute that the proposed model is effective
for segmentation in a wide range of segmentation applications.
Future tasks include adding channel direction attention to the
network, improving the accuracy of difficult classes such as
walls and fences, and changing the network structure.
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